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Abstract

Resistance to cancer therapy and cancer relapse are often driven by a subpopulation of cells that

are temporarily arrested in a ’G0-arrest’ state [Wiecek et al., 2023]. By employing a weakly-

supervised learning pipeline, HistoMIL, developed by [Pan and Secrier, 2023], we benchmarked

several multiple-instance learning algorithms to build a robust classifier aiming to predict

dormancy in digital pathology slides from colorectal cancer tissue. Through an ensemble

of TransMIL models evaluated through 5-fold cross-validation, we obtained a test binary

classification performance of AUROC of 0.829 and F1 score of 0.724. We further explored

training models to make binary classification through multimodal fusion of clinical features,

and regressing G0-arrest scores instead of predicting discrete labels. Throughout our work,

we discussed advantages and shortcomings of different MIL algorithms and approaches to

prediction, such as trade-offs in classification performance for improved interpretability and

alignment with biological expectations. Subsequent interpretability analysis involves heatmap

visualization over test colorectal tissue, and this showed clusters of both proliferating and

G0-arrest cell populations. We hope this has the potential to assist clinical pathologists in

gauging dormancy solely from colorectal H&E stained tissue, serving as a cost-effective al-

ternative to sequencing technologies. The code for our experiments written in HistoMIL is

found at https://github.com/awxlong/HistoMIL, which we contribute to the computational

histopathology research community.
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List of Definitions, Abbreviations and Synonyms

We begin by defining the following list of terms which consists of widely used acronyms,

and terms which have been called with multiple names but share the underlying mean-

ing.

AI: Artificial intelligence

AUROC: Area Under the Receiver Operating Characteristic Curve. In the litera-

ture, authors also abbreviate it as ROC-AUC, OR AUC

CEA: Carcino-Embryonic Antigen

CNN: Convolutional neural network

CRC: colorectal cancer

CV: Cross-validation

DL: deep learning

DNA, mRNA, miRNA: Deoxyribonucleic Acid, messenger ribonucleic acid, micro-

RNA

G0-arrest cells: tumor cells in G0-arrest are thought to be cancer therapy-resistant.

In our work, we interchangeably describe them as ’persister’, ’dormant’, ’arrested’,

’quiescent’ (for G0-arrest cells that can revert back to the cell cycle), ’senescent’ (for

cells who entered into an irreversible G0-arrest stage) [Santos-de Frutos and Djouder, 2021].

We adopt the mutual exclusivity assumption, which entails that cells not in G0-

arrest are undergoing the cell-cycle, and we interchangeable describe these as ’normal-

cycling’, or ’proliferating’.

GPU: Graphics Processing Unit

H&E: Hematoxylin and eosin
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HRD: Homologous Recombination Deficiency

IHC: Immunohistochemistry

IID: Identically, Independently Distributed assumption in statistics

MIL: Multiple Instance Learning

MSI: Microsatellite Instability

PCC: Pearson’s Correlation Coefficient

Patches: regions of a WSI cropped to process them in parallel. They’re also called

tiles, or instances in MIL

RFC: Random Forest Classifier

ROI: Regions of Interest

ST: Spatial transcriptomics

SoTA: State of The Art

TCGA, YCR-BCIP and CPTAC: The Cancer Genome Atlas, Yorkshire Cancer Re-

search Bowel Cancer Improvement Programme, Clinical Proteomic Tumor Analysis

Consortium. Each is a cohort with public cancer data.

WSI: whole slide image. They’re also called slides, or bag in MIL

scRNA-seq: single cell ribonucleic acid-sequencing
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Common Notation

• xn
d : measurement of d-th feature of n-th datapoint, e.g., pixel value

• x: in bold we denote a vector of random variables

• (X,y) ∈ D: Dataset consisting of input features and labels

• L(D|θ): Likelihood function of dataset given parameters θ

• −LL(D|θ): Negative log likelihood function of dataset given parameters θ

• W ∈ RN×D: a feature representation for a single whole slide image of dimension

N ×D where N is number of patches and D is number of features per patch.

• A ∈ RN×N : an adjacency matrix representation for a single whole slide image of

dimension N ×N where N is number of patches.

• f ∈ R27: clinical feature vector for a patient.
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1 | Introduction and Background

1.1 Colorectal Cancer Incidence

Colorectal cancer (CRC) ranks as the third most commonly diagnosed cancer, and the

second leading cause of cancer associated mortality worldwide [Alboaneen et al., 2023,

Sallinger et al., 2023]. It predominantly affects older individuals, with most cases occur-

ring in people aged 50 and above. Several modifiable lifestyle factors contribute to the

development of CRC, such as a high intake of processed meats and low intake of fruits

and vegetables, sedentary lifestyle, obesity, smoking, and excessive alcohol consumption

[Organization, 2023]. As per 2016−2018 statistics, bowel cancer is the 4th most common

cancer in the UK, accounting for 11% of all new cancer cases. In females in the UK, bowel

cancer is the 3rd most common cancer (10% of all new female cancer cases). In males, it

is the third most common cancer (12% of all new male cancer cases) [UK, 2015].

A large proportion of CRC incidence and mortality is preventable through regular screen-

ing, surveillance, and timely high-quality treatment [Siegel et al., 2023]. One of the main

drivers of poor survival in patients is post-surgery recurrence. It has been reported that

20 − 50% of patients with CRC will relapse after curative resection [Xiao et al., 2024a],

with rates varying depending on several factors such as metastatic pattern, tumor anatom-

ical sublocation, and surveyed population [Qaderi et al., 2021, Safari et al., 2023]. The

drivers of recurrence are an ongoing research area.

1.2 G0-Arrest and Cancer Recurrence

’Dormant’ or ’persistent’ cells have been garnering the attention of the research commu-

nity for their role in relapse. Typically, an eukaryotic cell cycle can be split into four

phases based on the timing of DNA synthesis: 1) a G1 phase (gap 1), which corresponds
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Figure 1.1: A complex interplay of signals drive a cell’s entry into G0-arrest or exit
thereof. Crucial to entry to G0-arrest is the inhibition of cyclin-dependent kinases
[Pack et al., 2019]. Figure is obtained by editing from the above sources and [Hardy, ].

to the interval between mitosis and initiation of DNA replication, then 2) an S phase

(synthesis), during which DNA replication takes place, followed by 3) the G2 phase (gap

2), during which cell growth continues and proteins are synthesized in preparation for 4)

mitosis (M). Cells can exit this replicative cycle into a state of ’G0-arrest’, in which

although they might be metabolically active, they cease to grow and have reduced rates

of protein synthesis [Cooper, 2000]. These cells are ’quiescent’ if they can revert back to

the cell cycle from G0-arrest, otherwise ’senescent’ (Figure 1.1).

During carcinogenesis, the role of ’dormant’ cells has been studied along metastasis and

relapse [Gao et al., 2017]. For instance, cells in G0-arrest are resistant to anti-cancer

compounds, such as chemotherapy, that target actively dividing cells. Furthermore, G0-

arrest cells also exhibit immune resistance or adaptation to new environmental niches

during metastatic seeding. Altogether, they facilitate minimal residual disease, becoming

a major factor associated with cancer relapse [Wiecek et al., 2023]. Cell dormancy can be

caused by a variety of factors, whether it’s induced through environmental stress as shown

by simulations from in-vitro models [Mitra et al., 2018], replicative stress, oncogene ac-
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tivation, or could be a natural stage of a cell’s developmental process [Oki et al., 2014].

Given their relevance for predicting relapse, [Wiecek et al., 2023] developed through a

pan cancer-tissue analysis a transcriptional signature for identifying G0-arrest cells from

bulk and single-cell RNA-sequencing data. Thus, it comes with broad clinical implications

involving the monitoring of this state in a tumor through sequencing technologies to study

therapeutic resistance.

Indeed, the integration of bulk, single-cell, and spatially resolved sequencing techniques

provide unprecedented insights into characterizing the TME of CRC, furthering our un-

derstanding of how cancers grow and spread. For example, [Joanito et al., 2022] use bulk

transcriptome sequencing and single-cell RNA sequencing (scRNA-seq) to identify col-

orectal cancer molecular subtypes (CMS) and associate the mesenchymal CMS4 subtype

with poor relapse-free survival. Complementing these sequencing technologies are more

powerful, spatially-resolved transcriptomics (ST), which provide insights into the spatial

organization and interactions between tumor and stromal cells within the CRC tissue,

helping reconstruct the putative interaction networks between tumor cells and their mi-

croenvironment, identifying potential therapeutic targets and biomarkers for determining

CRC molecular subtypes [Xiao et al., 2024b]. For instance, research has shown that a

spatial genetic signature can discriminate neoplastic from non-neoplastic compartments

in colon cancer, serving as biomarkers for relapse [Sallinger et al., 2023]. These findings

emphasize the importance of characterizing tumor heterogeneity in a spatial context us-

ing next-generation sequencing, in which by using the G0-arrest signature helps gauge

dormancy and inform the trajectory of tumor growth.

However, on one hand, bulk-RNA sequencing of the cancer tissue is not spatially re-

solved, and thus obscures the contributions of individual cell types and their interac-

tions within the TME. On the other-hand, single-cell and spatial transcriptomics tech-

niques are expensive and are limited in cell coverage compared to whole-slide images
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[Levy-Jurgenson et al., 2020]. Furthermore, sequencing technologies, especially spatially-

resolved ones, may face several hurdles when translated into routinely available, clinical-

use due to their novelty, main usage in research/experimental settings, associated costs

[Smith et al., 2024] and the demand for relevant experienced personnel. We can thus ask

whether there exists computational alternatives that can predict both the state of G0-

arrest solely from hematoxylin and eosin (H&E) tissue and provide a spatially resolved

explanation to such prediction, proving a more accessible alternative than sequencing the

tissue.

1.3 Deep learning, Whole Slide Imaging and Molecular

Profiling

Stained human tissue is the gold standard for the assessment of many diseases including

cancer. The most common stain is H&E which highlights the nuclei (stained with hema-

toxylin) and cytoplasmic/extracellular components (stained with eosin) of tissue samples

on glass slides. It is applied in nearly all clinical cases, covering 80% of all the hu-

man tissue staining performed globally [de Haan et al., 2021]. The digitization of H&E

stained-cancerous slides into high-resolution whole slide images (WSIs) has emerged as

a vital resource for prognosis prediction as they richly capture the visual details of tissue

structure and cellular morphology, which can be used to analyze the TME landscape

[Lee, 2023].

Associated with the availability of such wealth of data is the advent of deep learning

(DL) algorithms. DL has revolutionized numerous fields, particularly within the med-

ical sciences. In oncology, DL models have demonstrated exceptional capabilities in

feature extraction from complex, high-dimensional data like WSIs, thereby enabling pre-

cise and timely diagnosis, treatment planning, biomarker identification, biomarker local-

ization, (pan-)cancer subtype classification, and prognosis prediction [Song et al., 2023,
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Tran et al., 2021, Couture, 2022, Lee, 2023]. In particular for colon cancer, convolutional

neural networks (CNNs) have been trained to detect it from WSI [Alboaneen et al., 2023],

classify tumor-immune cells from colon tissue [Parreno-Centeno et al., 2022], distinguish-

ing between microsatellite instability (MSI) and microsatellite stable (MSS) subtypes

in colorectal WSI [Hezi et al., 2024], classifying homologous recombination deficiency

(HRD) and MSI spots directly from CRC WSI [Schirris et al., 2022], detect multiple

genetic mutations [Konishi et al., 2023], among others. In this regard, we ask how can

we exploit DL technologies for assessing relapse given solely an WSI of H&E -stained

tissue, which could come with benefits of reducing costs of sequencing and improving

accessibility and accuracy?

While at first glance it is an ill-posed problem, the powerful feature extraction capabilities

of DL-based models can extract relevant tissue structural information from the colon’s

H&E WSI to classify a dormant cell, especially given the causal link between genes

and phenotype. While experienced pathologists can identify a few putative biomark-

ers in H&E stained tissue, inter-and intra observer variability can arise when assess-

ing a sample. Instead, we could benefit from the usage of DL-based tools given their

prospects of improving the accuracy of and speeding up the screening of H&E tissue

[Parreno-Centeno et al., 2022]. This would assist pathologists in rapidly stratifying pa-

tients based on their dormant cell population.

Furthermore, literature evidence has identified that cells undergo morphological changes

throughout the cell cycle [Dapena et al., 2015]. In the context of in vitro models of cel-

lular dormancy in primary fibroblasts and other types of cells, biomarkers have been

identified for detecting dormancy, mainly revolving around detecting changes in gene ex-

pression patterns since cells at this stage cease dividing [Mitra et al., 2018]. Dormant cells

have also been characterized by morphological alterations, including larger, flat bodies

and organelle abnormalities, as well as loss of physiological functions due to their inabil-

ity to proliferate [Huang et al., 2022]. G0-phase is also characterised by low metabolic
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activity, along with a decrease in the production of ribosomal RNA and proteins, lead-

ing to reduction of their volume and size [Santos-de Frutos and Djouder, 2021]. Thus,

because G0-arrest cells may exhibit changes that reflect their non-proliferative state,

such as altered cell size and nuclear morphology (although these changes can be subtle

and context-dependent), we hypothesize this is enough to pave the way for DL models

equipped with their deep feature extraction capabilities to identify these traits in WSI.

Given this premise, in this work, we define the following aims and objectives:

1. Thoroughly benchmark different DL architectures to predict G0-arrest in colorec-

tal WSIs. We perform ablation studies to study which architectural components

contribute to high classification accuracy.

2. Perform interpretability analysis of the models to understand their output decisions

and discuss their biological significance.

3. Contribute to the computational histopathology community a comprehensive DL

pipeline for analysing WSIs for biomarker prediction.

1



2 | Literature Review

Computational histopathology is a multiplexed field where much work has been done.

In this section, we non-exhaustively summarize studies relevant to the design of our DL

pipeline and prediction task.

2.1 Challenges in Working with Whole Slide Images

The gigapixel resolution and thus complexity of WSIs present unique computational chal-

lenges for the design of a DL pipeline to analyze them. Broadly, such DL pipeline can

be split into three phases: feature extraction, training/validation and inference/inter-

pretability analysis.

2.1.1 Feature extraction

The typical paradigm of pre-processing WSIs consists of 1) segmenting the tissue whilst

excluding any holes from the background, followed by a patch-wise cropping method

which divides the gigapixel tissue into thousands of image patches with smaller dimen-

sions, e.g., 224× 224 pixels (a process known as ’tessellation’). This is because gigapixel

WSIs cannot be processed as a whole using modern deep CNNs, let alone transformer-

based neural networks, mainly due to limited GPU memory [Gadermayr and Tschuchnig, 2024].

These image patches can either be passed directly to a model for making a prediction,

or fed into a feature encoder to obtain a feature representation W ∈ RN×D of the WSI,

where N is the number of patches and D is the dimension of the vector output by the fea-

ture encoder. Patch-wise embeddings are aggregated through pooling methods to obtain

final global prediction results [Tan et al., 2023].

2
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2.1.2 Training and Validation

The classical paradigm of training DL models is through fully-supervised learning, whereby

each datapoint (x, y) ∈ D is annotated with a relevant label y. In the context of tessel-

lated WSIs, this would entail each image patch, or in extreme cases, each pixel, needs

a corresponding diagnostic label such as the presence/absence of senescent cells. Such

intricately labeled data could be available such as in [Chen et al., 2020] where they train

a CNN for tumor grading in a WSI through supervised learning, or in ST datasets where

each ’spot’ in a WSI is matched with scRNA-seq data. However, it is often the case that

only slide-level labels are available due to the intense annotation burden associated with

WSIs [Tan et al., 2023, Gadermayr and Tschuchnig, 2024], as well as the expensive costs

of using ST platforms. This leads to non-spatially resolved bulk-RNA or scRNA-seq data

to be more readily available.

A slide-level label only makes a broad statement about the WSI, i.e., if only in certain

regions of the tissue G0-arrest cells are identified, then the entire WSI receives a positive

label. The common practice to train a DL model in such a setting is to resort to a

weakly-supervised learning framework, in particular multiple-instance learning . In

the literature, a slide is referred to as a ’bag’, and a patch is referred to as an ’instance’.

The goal of training a model under the MIL framework is to learn to classify slides, as

well as the key patches that ’trigger’ the slide’s label. Interestingly, learning such key

patches, p(label|patches), enables the DL model to highlight regions of interest (ROIs)

in the slide as part of interpretability analysis [Ilse et al., 2018].

Mathematically, a bag Bn is a collection of instances {xn
1 , x

n
2 , ..., x

n
d}, where each Bn is

given single label yn as follows:

yn =

s if ∃j such that xn
j = 1

0 if ∀j, xn
j = 0

(2.1)

3
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, where s ∈ {0, 1} in a binary classification task, e.g., predicting the presence/absence of

G0-arrest cells, or s ∈ R if we are predicting a score for the state of G0-arrest.

We train a classifier f that can predict the label of a new bag based on patch embeddings,

which involves optimizing a cost function (the negative log likelihood) of the parameters

θ:

−LL(D|θ) =
N∑
i=1

ℓ(yi, ŷi) (2.2)

, where ŷi = maxj f(x
n
j ) can be the max pooling over the N instance embeddings in

a bag to determine the bag’s label, ŷi =
∑N

j=1 f(xij) a sum pooling of all embeddings

within the bag, or ŷi = 1
N

∑N
j=1 f(xj) can be mean pooling which computes the average

of all instance embeddings in the bag (implicitly treating all of them equally), which

is not necessarily the case for WSIs where tumour tissue is more relevant for the task.

For each pooling method, the instance embeddings can have attention scores, α, which

act as weights representing their relative contribution to the final prediction, e.g., ŷi =
1
N

∑N
j=1 αjf(xj). These attention scores are inherently interpretable as they can be traced

back to the original WSI input space, highlighting regions of interest. ℓ is a loss function

depending on the output and label modality, which could be the mean squared error in

the continuous case, or binary-cross entropy in the discrete case.

Equation 2.2 is optimized with respect to θ via gradient descent routines for which there

is a plethora of libraries implementing them. The choice of architectural backend of f ,

and the modality of the output (multimodal vs. regression vs. classification) are highly

customizable depending on the task specifications and available computational resources.

2.1.3 Inference and Interpretability Analysis

Evaluation is done at a WSI-level due to the lack of patch-level annotations. In the

context of binary classification, a model’s predictive performance is commonly measured

via the Area Under the Receiver Operating Characteristic (AUROC) of the model’s
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predictions over unseen test WSIs. The AUROC measures the tradeoff between the

true positive (TP) rate (sensitivity) and false positive (FP) rate (specificity) at different

classification thresholds. An AUROC closer to 1 indicates a high-performant classifier,

while a value of 0.5 represents a random classifier. Because in cancer histopathology,

benign tissue samples often heavily outweigh malignant samples [El Nahhas et al., 2024,

Gadermayr and Tschuchnig, 2024], the F1-Score= 2 × precision×recall
precision+recall

is also used to ac-

count for class imbalance. It represents the harmonic mean of precision1 and recall2,

where closer to 1 indicates better classification performance. This is because in a highly

imbalanced dataset, alternative metrics like precision can be overestimated simply be-

cause the trained f is biased towards identifying benign samples.

Additionally, interpretability analysis can be carried out by using an MIL algorithm’s

patch-level predictions [Gadermayr and Tschuchnig, 2024, Campanella et al., 2019] prior

to pooling. These local predictions can be mapped over the original WSI input space

to visualize which regions contribute most to the prediction. Only in some cases, such

as with well-established MIL histopathological benchmarks like CAMELYON16, pathol-

ogists have exhaustively annotated ROIs relevant to the task at hand, such as for the

presence of metastases [Khened et al., 2021]. Then, evaluation at a qualitative level can

be done comparing the model’s local predictions with the ground-truth annotation. In

our case, however, we lack pathologists annotating regions of proliferating and dormant

cells, thus we can’t resort to such localized evaluation. Alternative evaluation methods

such as in [Parreno-Centeno et al., 2022] resort to ST, which uses the gene expression

data spatially resolved over the WSI tissue, one can compute at a ’spot’ level a label of

interest, such as cell dormancy at that ’spot’. Then, a model’s patch-level predictions

can be compared with this ’spot’-level ground-truth. However, this approach is more

nuanced due to the patch size being inconsistent with the ’spot’ size. Additionally, ST

data is not necessarily available for the same datapoints we use and is more expensive to
1ratio of true positives to true and false positives (FP)
2ratio of true positives to true positives and false negatives (FN)
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obtain.

2.2 Related work

We proceed in describing prior work which inspires the design of our pipeline and models:

Deep learning for molecular-level prediction: Computational histopathology ini-

tially explored DL for predictive tasks at a histological level, such as tumor staging or can-

cer sub-typing, to aid patient stratification. Over the years, the field has matured to train

models for molecular-level predictions given solely the WSI, including MSI, HRD, genetic

mutations like BRAF, mRNA and miRNA expression, among others [Couture, 2022]. In

contrast to much prior work focusing on biomarker classification, [El Nahhas et al., 2024]

propose a model which predicts biomarker scores rather than categorical labels of cells

in H&E images. They argue that biomarkers of key cancer processes are continuous

measurements, and binarizing them result in information loss that may hamper a clas-

sifier’s performance. Through their experiments for predicting HRD labels and scores,

they found that using regression significantly enhanced the accuracy of spatially resolved,

HRD prediction, and offered a higher prognostic value than classification-based labels.

Because both HRD and G0-arrest stage are biomarkers that can be continuous scores,

we explore predicting G0-arrest scores in addition to classification.

With regards to proliferation biomarkers, [Martino et al., 2024] proposed using condi-

tional adversarial network to identify Ki-67, a protein associated with the G1, S, G2,

and M phases of the cell cycle, from H&E images of oral squamous cell carcinoma. A

large scale, systematic pan-cancer study by [Arslan et al., 2024] benchmarked 13443 DL

models to predict 4481 multiomic biomarkers across 32 cancer types, and they reported

high predictive capability of cell proliferation biomarkers, particularly for breast, stom-

ach, colon, and lung cancers, with AUROCs reaching up to 0.854. However, to the best

of our knowledge, we have yet to find prior work attempting to predict cell dormancy
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from colorectal WSI, a gap which we aim to fill in this work.

Foundational models for histopathology: There is an increased interest in the train-

ing and publication of foundational models thanks to the massive size and diversity of

the training data that is available for representation learning. One of the benefits of

foundational models is that their feature extraction capabilities far surpass that of pre-

trained convolutional-based networks, such as ResNet, which has been usually used as

the go-to feature extractors for WSI patches. ResNet-based architectures which are

pretrained on natural images (and sometimes finetuned to histopathology datasets) are

seldom powerful feature extractors which served as the backbone for much work achiev-

ing SoTA in computational histopathology [Tan et al., 2023]. Pretrained feature extrac-

tors that are localized to histopathology such as CTransPath [Wang et al., 2022] and

REMEDIS [Azizi et al., 2023] are already powerful feature extractors since they are pre-

trained through self supervised learning on pan-cancer tissue types sourced from TCGA.

Foundation models go a step beyond by scaling both the size of the architecture being

trained and the datataset being used. For instance, while CTransPath and REMEDIS

are mainly pretrained on TCGA (around 20000 diagnostic slides), consisting mainly of

primary tumor sites, foundational models are trained on above 100000 WSIs spanning pa-

tient cohorts, cancer tissue types, and across diagnostic tasks. Thanks to such diversity,

features output by foundational models are context-dependent, and semantically rich.

These can help alleviate the demand for high volumes of data for representation learn-

ing, which is relevant for our purposes where we only have 578 colon WSIs available for

training and test, as well as reflects the general problem of scarce annotations in compu-

tational histopathology. These features also have high prospects of generalization given

their pretrained regime across tissue types [Chen et al., 2024]. Indeed, generalizability

is a major challenge in computational histopathology, as it is defined as a model’s capa-

bility to achieve high prediction performance on unseen WSIs which exhibit variability

with respect to the training data in terms of image acquisition protocol, medical center,
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and inter-personal phenotypic differences. Therefore, we can ask whether foundational

feature encoders enables MIL models to generalize.

In computational histopathology, foundational models like Virchow [Vorontsov et al., 2023]

can achieve state-of-the art performance in several downstream prediction tasks concern-

ing biomarker prediction and tumor subclassification with no training (zero-shot learn-

ing) or limited finetuning. [Chen et al., 2024] propose UNI, a foundational model based

on the Vision Transformer (ViT) pretrained through self-supervised learning using more

than 100 million images from over 100000 diagnostic H&E -stained WSIs across 20 major

tissue types, including colorectal cancer. [Xu et al., 2024] propose Prov-GigaPath, which

employs a scalable variant of the ViT (called LongNet) and is pretrained on 1.3 billion

256×256 pathology image patches in 171189 WSIs spanning 31 major tissue types. Both

UNI and Prov-GigaPath are open source, facilitating the integration into our pipeline.

By accounting restricted computational resources, we are faced with a few limitations:

first, we are unable to fine-tune these foundational models for representation learning

given their computational architecture which demands high-end GPUs. As such, we only

restrict ourselves in using them as frozen feature extractors that provide semantically

rich embeddings used by our main model within MIL.

Multimodal fusion: Consider the following clinical dilemma of a pathologist: after

identifying a few morphological abnormalities in a patient’s colorectal WSI, they con-

clude the patient does not need to undergo aggressive chemotherapy. However, would

their decision change if they knew the patient was old (> 65) and displayed a high

carcinoembryonic antigen (CEA) level? In other words, would their decision change if

they based it solely on morphological features versus conditioned jointly on morpho-

logical and clinical features? Multimodal fusion is defined as computing a prediction

conditioned on a combination of features extracted from different input modalities, such

as histological images, genomic data, electronic health records, and a patient’s clinical

features. The rationale behind is to train a model able to capture cross-modality in-
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teractions with the hope of improving the model’s predictive expressivity and accuracy

[Feng et al., 2024]. There exist many fusion methods in supervised learning, ranging from

a simple concatenation of different input modalities (early fusion), intermediate fusion, or

fusion of the embeddings of the different input modalities before making a decision (late

fusion) [Stahlschmidt et al., 2022]. In computational histopathology, [Chen et al., 2022]

propose a pan-cancer model integrating WSI with genomic data through late fusion to

estimate patient survival, elucidating advantages such as mostly outperforming unimodal

approaches and improved model explainability thanks to the joint analysis of image and

genomic features. [Volinsky-Fremond et al., 2024] also combines through late fusion the

tumor stage with endometrial H&E WSI for predicting recurrence risk. However, we

note that multimodal fusion should be carried out carefully to avoid problems such as

the incorporation of noisy data that may hamper model performance. Furthermore, in

our problem setting, because our G0-arrest labels are computed from RNA-sequencing

data, it would be inappropriate to fuse RNA-sequencing data with colorectal WSI in our

multimodal model to avoid it learning to ignore the morphological features, and instead

predict G0-arrest from the RNA-seq features alone, a phenomenon known as ’spurious

shortcut’ [Lipkova et al., 2022].

Spatial inductive biases: Most MIL algorithms used over the years assume permuta-

tion invariance of the image patches [Ilse et al., 2018], thus models trained through MIL

don’t necessarily capture the spatial dependency of image patches. This spatial depen-

dency can be accounted through different approaches, such as imposing a geometrical

inductive bias in the model through graph neural networks (GNNs). [Yacob et al., 2023]

propose using a graph transformer to capture the spatial information of patches within

a WSI, and they train it to detect subtypes of basal cell carcinoma (BCC) through MIL,

achieving test accuracies of 93.5%, 86.4%, and 72.0% for binary, ternary, and 5-class

BCC subtype classification tasks. [Eastwood et al., 2023] propose a CNN-based GNN

for classifying 3 subtypes of mesothelioma, and achieve an AUROC of 0.86 on an ex-

9



University College London

ternal validation set. However, neither author performs an ablation study analyzing the

benefits of using the GNN compared to deep neural networks, or transformer-based net-

works. Thus, whether employing GNN actually help in improving classification accuracy

over alternative DL architectures within a MIL setting in processing WSI is still an open

question, and we leave the use of GNNs for future exploration3.

Spatial constraints can also be imposed over the input space by representing the WSI as

a graph, where patches are nodes, and the MIL model only focuses on patches adjacent

to one another. This form of contextual constraint helps consider dependencies amongst

patches, alleviating the permutation invariance assumption above [Zheng et al., 2022,

Fourkioti et al., 2024]. In our work, we explore the impact of these spatial constraints

over the input space in G0-arrest prediction.

Interpretability analyses: DL models are known to be black-box predictors, and

as such much effort is poured into making their predictions justifiable, interpretable

to the human eyes, and hence trustworthy when assisting clinical pathologists. There

exists a plethora of interpretability methods tailored to computational histopathology.

[Lu et al., 2021] propose mapping the attention scores associated to each patch back to

the original WSI to plot a heatmap ’explaining’ a slide-level prediction. Such heatmap

is color-coded based on the task at hand, where for binary classification we can interpret

patches with high attention scores justify the prediction of class 1, while patches with

low attention scores justifying a slide-level prediction of 0. Alternative approaches like

LIME, SHAP and/or GradCAM wouldn’t be appropriate in our problem setting since

they require us to perturb the original input space. Nonetheless, recall that due to their

gigapixel size, we work with a feature representation W ∈ RN×D of a WSI, instead of

the WSI itself.
3To use GNNs, we need further preprocessing, as each WSI’s feature representation must adopt the

semantics of a graph, where feature vectors are nodes. Furthermore, they have to be compatible with
graph dataloaders, while our current HistoMIL pipeline implements a standard PyTorch dataloader.
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2.3 HistoMIL

MIL packages: The implementation of a MIL-based pipeline can be cumbersome es-

pecially given the unique challenges with handling WSIs and the plethora of MIL al-

gorithms proposed over the years. To facilitate the process of training and evaluating

different MIL algorithms tailored to processing cancer WSIs, [Pan and Secrier, 2023] pro-

posed HistoMIL, a Python package which encompasses the preprocessing, training, and

inference stages of MIL-based pipeline. It leverages the PyTorch Lightning framework

to enable efficient and scalable training of MIL models, which consists of techniques like

mixed precision training (reducing 32 bits to 16 bits precision), gradient accumulation

over batches to reduce the frequency of backpropagation and be able to simulate the

processing of larger batches in limited GPU memory, model weight check-pointing which

helps resuming failed experiments avoiding re-initializing one from scratch, and logging

evaluation metrics to Weights and Biases.

HistoMIL is also highly customizable with regards to adoption of MIL algorithms. As of

writing, the package by default implements ABMIL, DSMIL, and TransMIL algorithms,

and assumes the implemented MIL model solves a binary/multiclass classification task.

We adapt 8 new MIL algorithms for our benchmark, and implement functions encom-

passing cross-validation, multimodal fusion, regression, and interpretability analysis.
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3 | Methodology

Our pipeline is described in Figure 3.1, which can be broadly split into 3 steps: 1) feature

extraction, 2) benchmarking models under 5-fold cross-validation, including ablations and

ensembling, to evaluate over the test set, and 3) performing interpretability analysis.

3.1 Feature extraction per WSI and patient

We obtain 578 colorectal adenocarcinoma, H&E stained WSIs from the TCGA, each

matched with bulk-RNA sequencing data. By employing the genomic signature of

[Wiecek et al., 2023], each colon WSI is given a label s (see Equation 2.1). If it’s con-

tinuous, s is a score indicating level of quiescence. This score is binarized based on a

clinical threshold, whereby if it’s negative (≤ 0), s = 1 indicating the presence of cells in

G0-arrest in the WSI, and if positive (> 0), it represents absence of such.

HistoMIL preprocesses one WSI following the protocol at [Lu et al., 2021]. This involves

tissue segmentation consisting of reading the WSI at a downsampled resolution, then con-

verting it from RGB (red-gree-blue) to HSV (hue-saturation-value) color space. A binary

mask for the tissue regions (foreground) is computed based on thresholding the satura-

tion channel of the WSI after median blurring to smooth the edges, which is followed

by additional morphological closing to exclude small gaps and holes (Figure 3.1.1.b).

The segmented tissue is tessellated with a patch size of (224 × 224) with no overlap

(Figure 3.1.1.c). We proceed to store a matrix representation W ∈ RN×D by stacking

D−dimensional feature vectors computed per each of the N patches of a WSI for each

of the following feature encoders: ResNet50 (D = 2048), UNI (D = 1024) and Prov-

Gigapath (D = 1536), where UNI and Prov-Gigapath are foundational feature encoders

(Figure 3.1.1.e). We do this for each of our WSI, where we note that 1) N is different

per slide due to morphologically different tissue per person or anatomical site, and 2)
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Figure 3.1: Depiction of our pipeline. First, 1.a) each colorectal WSI 1.b) undergoes
tissue segmentation and 1.c) tessellation. At 1.d), we compute an adjacency matrix A
via Equation 3.1. For each WSI, 1.e) we compute W ∈ RN×D using 3 feature encoders:
ResNet50, UNI, and Prov-Gigapath. For each patient, 1.f) we extract f ∈ R27 clinical
features described in Section 3.1. After feature extraction, a classifier f is assembled at
2.a) by implementing each of the MIL algorithms described at Section 3.2 coupled with
each of the feature encoders. At 2.b) we depict train-test splitting, along with a 5-fold
cross validation framework, which is explained in more detail in Figure 3.2. 2.c) shows 2
evaluation methods: on one hand we obtain predictions with each fold’s optimal model,
and on the other hand with an ensemble of the optimal models. Lastly, at 3.a) we report
results of our cross-validation and test set. We perform interpretability analysis based
on 3.b) heatmap generation, and at 3.c) based on the integrated gradients method for
the multimodal model.
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it can range between [10000, 90000]. In the interest of training some MIL algorithms

with topological constraints, a tessellated WSI is represented with an undirected graph

G = (V,E) where vertices V correspond to image patches, and (vi, vj) ∈ E are pairwise

edges of patches that are adjacent to one another, where in WSIs each patch has at most

8 neighboring patches (Figure 3.1.1.d). G is represented via a weighted adjacency matrix

A ∈ RN×N per WSI, where Aij = aij according to the following equation 3.1:

aij =

exp (−(hi − hj)
2) iff (vi, vj) ∈ E, (hi,hj) ∈ W

0, otherwise
(3.1)

, where a distance similarity score is computed only if two patches are adjacent to one an-

other, and 0 otherwise. This similarity score is the exponentiated, normalized, Euclidean

distance between the feature representations of 2 patches, which injects a bio-topological

prior constraint that drives MIL models to attend to patches close and similar to each

other according to their embeddings [Fourkioti et al., 2024].

Our WSIs belong to 570 unique patients, as for some of them, tissue from multiple

anatomical locations was collected. Since we explore multimodal fusion later in our

work, we collect the following clinical features f ∈ R27 per patient (Figure 3.1.1.f):

• patient’s age at the time of pathological diagnosis, which we treat as a normalized

continuous variable.

• count of lymph nodes observable in the patient’s tissue, which we treat as a nor-

malized continuous variable.

• preoperative carcinoembryonic antigen (CEA) level, which is treated as a normal-

ized continuous variable. It refers to CEA in the blood before surgical intervention

in CRC patients and serves as a tumor progression marker to guide therapy.

• gender, a binary variable with values ’male’ and ’female’.
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• race, a binary variable with values ’white’ and ’non-white’

• other diagnoses, a binary variable indicating whether the patient has comorbidities

• pathological stage, a categorical variable with values stages II, IIA, IIB, III, IIIB,

IIIC, IV, IVA. Stages II, IIA and IIB are also known as early stage cancer, while

the remaining ones can be clustered under late stage cancer. Metastasis is one of

the main markers differentiating these cancer stages.

• histological site, which is a categorical variable indicating tumor anatomical site

following the Third Edition of the International Classification of Diseases for Oncol-

ogy (ICD-O-3). Values include the ’cecum’, ’colon, not otherwise specified (NOS)’,

’rectosigmoid junction’, ’rectum, NOS’, ’sigmoid colon’ and ’other’.

• patient’s neoplasm cancer status, which is a binary variable indicating whether

there’s an observable tumor or not in the tissue.

• venous invasion, which is a binary variable referring to the presence of tumor cells

within blood vessels outside the colorectal wall.

• lymphatic invasion, which is a binary variable referring to the presence of tumor

cells within lymphatic vessel. Both venous and lympathic invasion are markers of

metastasis and recurrence [Messenger et al., 2012].

• history of colon polyps, which is a binary variable indicating whether patient has

developed polyps or not. Morphological details about the polyps are not provided.

• residual tumor, which is a binary variable indicating the presence of cancerous

tissue after treatment, such as post-surgical resection.

• loss of expression of mismatch repair (MMR) proteins as detected by immunohisto-

chemistry (IHC), which is a binary variable referring to whether there’s a complete

absence of nuclear staining for MMR proteins indicating inability to correct DNA
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replication errors. It serves as an biomarker for increased potential for tumorigen-

esis [Nadorvari et al., 2024].

We discuss in detail the selection and preprocessing of the above features at the Appendix

6.1, which involve technicalities such as normalization and mode imputation whilst avoid-

ing train-test leakage, grouping of variables to address class imbalance, one-hot encoding,

shadow-based feature selection, among others. Exploratory data analysis of our clini-

cal features can be visualized at https://github.com/awxlong/scripts_g0_arrest/

blob/main/step_1_preprocessing/clinical_features/sweetviz_report_selected_

features.html.

3.2 Benchmarking models under 5-fold CV

We are faced with the classical challenge of data shortage in histopathology, where we only

have 578 slides. To ensure our benchmarked models learn the necessary morphological

features displayed over the WSI to discriminate G0-arrest cells, we perform a 90%−10%

train-test split, yielding 58 images for test-evaluation. To guarantee model robustness,

we accompany this with 5-fold cross validation (CV) in the training set, which consists

of splitting the training set into 5 non-overlapping folds, where 4 are used for training

and 1 for validation a model. This is repeated 5 times, each time the model is validated

on 1 different validation fold, and trained on the remaining 4 folds (see Figure 3.2).

In contrast to prior work, we employ CV not for hyperparameter tuning nor neural

architectural search since that would be prohibitively expensive and cumbersome given

our limited GPU cluster resources. Rather, CV is 1) used to get uncertainty estimates of

a model’s generalization performance, and 2) obtaining independent fold models to build

an ensemble for predicting over the test set, which we discuss below.

At each fold, we benchmark the following MIL algorithms, for each feature encoder. They

are chosen based on their novelty, reported efficiency and ease of adoption into the current
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pipeline in HistoMIL. By ease of adoption, we avoid algorithms such as Distillation Across

Scales-MIL (DAS-MIL) [Bontempo et al., 2023] as they require different features matrices

per WSI corresponding to different magnifications of the slide, while all algorithms we

benchmark only require W at the slide’s original resolution. The MIL algorithms, along

with a brief justification, are:

• Attention deep MIL (AttentionMIL): Proposed by [Ilse et al., 2018], it’s a

general purpose MIL algorithm that has been used as a baseline in many settings

not just restricted to histopathology. It employs the attention mechanism, and

assumes permutation invariance of the patches of the slides.

• Transformer: transformers have the impressive capabilities of learning through

self-attention long-range dependencies and contextualizing concepts in long se-

quences. In MIL this entails modeling of relationships among instances within a

bag, effectively capturing both morphological and spatial information. [Wagner et al., 2023]

experimentally show that a fully-transformer based approach results in higher AU-

ROC and generalization performance than pure-CNN or hybrid CNN-Transformer

methods to predict biomarkers (MSI, and mutations BRAF, and KRAS) on biopsies

of colorectal cancer.

• Transformer-based MIL (TransMIL): Proposed by [Shao et al., 2021], Trans-

MIL alleviates the permutation invariance assumption of the patches in the slide

by modelling the correlation amongst instances through a multi-headed attention.

The main contrast with the above method is that it replaces the self-attention

mechanism with the Nyström attention to reduce the quadratic complexity O(N2)

of the former with a linear complexity of the latter O(N), which is important in

our case to deal with slides with up to 90000 patches.

– With TransMIL, we also explore multimodal fusion (TransMILMulti-

modal) of the clinical features above through late fusion. This con-
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sists of passing the embedding of W and the embedding of the clinical fea-

tures through an gating-based attention for automatic regularization, fol-

lowed by the Kronecker product to model for the pairwise feature interac-

tions of the image with clinical modalities before making a final decision

[Chen et al., 2020, Volinsky-Fremond et al., 2024]. The fusion of clinical fea-

tures enables us to explore 2 interesting ideas. On one hand, we can confirm

whether clinical features alone suffice for predicting G0-arrest, which allow us

to underscore (or not) the advantage of training DL models looking at mor-

phological features instead. We do this by comparing the above results with

an ensemble of random forest classifiers (RFC) trained solely on clinical fea-

tures. Its training follows the same regime as all the MIL algorithms above

(Figure 3.2): 5-fold CV, followed by an ensemble on the test set. Secondly, the

conditioning of the G0-arrest decision on the joint clinical features and their

morphological context allows us to inquire through interpretability analysis

which clinical parameters gain prominence in TransMILMultimodal. We can

then study which clinical parameters are important for predicting G0-arrest it

it’s not conditioned jointly with the morphological context. This prompts us

to ask, if TransMILMultimodal focuses on different clinical features than the

RFC, why is that the case?

– We also explore regression (TransMILRegression), which consists of chang-

ing the output of the original TransMIL from a class probability with a range

of [0, 1] to a logit with a theoretical range of [−∞,+∞]. This is accompanied

by changing a classification loss function with a regression-based alternative,

along with providing G0-arrest ground truth scores instead of binarized labels

(see Equation 2.1)1.
1We only pick TransMIL with the UNI feature encoder to explore multimodal fusion and regression

for 2 reasons: it achieves the second highest mean CV F1-score, preceded by the Transformer, and it’s
affordable to train within 16 GB of GPU memory, unlike the Transformer which requires at least 48 GB.
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• Double-Tier Feature Distillation Multiple Instance Learning (DTFD-

MIL): Because of our small sample size (< 600), we adopt algorithms designed

to address data scarcity. DTFD-MIL [Zhang et al., 2022] address this by partition-

ing a slide into "pseudo-bags" of patches to virtually increase the number of training

bags, and making a slide-level classification decision by aggregating the predictions

of the "pseudo-bags", in a process denoted a "double-tier MIL framework".

• Clustering-constrained Attention Multiple Instance Learning (CLAM):

Proposed by [Lu et al., 2021], CLAM is also designed to address low-data settings.

Through an attention-based mechanism, it learns to focus on the most relevant

patch features within a slide by learning to cluster positively from negatively labeled

patch features.

• Context-Aware MIL (CAMIL): Proposed by [Fourkioti et al., 2024], CAMIL

represents a WSI as a graph and performs "neighbor-constrained attention" to

make a classification decision. It consists of injecting the bio-topological constraint

stated in Equation 3.1 to consider the pairwise attention score of patches only if

they are adjacent to one another.

• Graph Transformer: Proposed by [Zheng et al., 2022], it’s a hybrid architecture

which also makes use of the graph representation of WSI as CAMIL, whereby the

input patches’ features go through a vision transformer to make a classification

decision.

All the above models, except in TransMILRegression which uses the MSE loss function,

are trained by minimizing the binary cross-entropy loss with logits (BCEWithLogits). For

all algorithms we train with mixed-precision, a batch size of 12, and gradient accumulation

over 4 batches to simulate a batch-size of 4, giving us the smoothness and convergence

speed of mini-batch optimization. Furthermore, all models, except the Transformer,
2This is because we can’t stack W as N is different per slide
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can complete their 5-fold CV in ≤ 16 GB of GPU memory in less than 3 days. The

Transformer is the only MIL algorithm which requires an A40, corresponding to 48 GB

of GPU memory, and can complete the 5-fold CV regime in less than 6 hours. We also

don’t perform hyperparameter tuning due to constrained computational resources, and

instead reuse the hyperparameters mentioned in their respective papers. For specific

details, please see Appendix 6.2.

AUROC is the de-facto metric for assessing deep learning model classification perfor-

mance in computational histopathology, as well as it’s appropriate for making cross-

modal comparisons because it’s agnostic to decision thresholds. We accompany it by

the F1-score [Schirris et al., 2022] by binarizing class probabilities at a sound thresh-

old of 0.5 given our balanced distribution of G0-arrest binary labels. Furthermore, F1

is arguably a more valuable metric for our purposes as it penalizes a model’s FP and

FN predictions, which is important if the predictions have implications on elucidating

how a tumor spreads. In particular for TransMILRegression, where outputs stop being

probabilities, we compute instead the Pearson’s correlation coefficient (PCC) between

them and the ground-truth G0-arrest scores [El Nahhas et al., 2024]. Because we can

still binarize them at a clinical threshold of 0, we can compare F1 across all models

benchmarked. Additionally, we also measure performance metrics like validation/test

loss, accuracy, precision, specificity, and recall. We also monitor training accuracy and

loss to check for training stability and convergence.

3.3 Inference and interpretability analysis

For each classifier, we report the average validation AUROC and F1 across folds per

epoch. To prune the exponential increasing space of experiments for us to run, we only

choose the best performing algorithm based on the average cross-validation performance,

along with its highest performing feature encoder to explore ablation studies: multimodal
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Figure 3.2: Illustration of our training, CV and evaluation framework with ensembles. a)
illustrates train-test splitting, followed by 5-fold CV where our training set is split into 5
equally-sized folds, where 4 are used for training and 1 for validation. Per fold, HistoMIL
checkpoints the optimal model by monitoring when it achieves the highest AUROC, where
for TransMILRegression it monitors the F1-score. b) Each independent optimal model
per fold is evaluated on the test set, such that we are able to obtain uncertainty estimates
of the model’s generalization capability. c) Afterwards, an ensemble is constructed by
averaging the predictions of the 5 optimal models per fold, and evaluated on the test set
to observe any possible improvement. This pipeline is applied for each MIL algorithm,
for each feature encoder, except TransMILMultimodal and TransMILRegression where
only UNI is used to avoid an exponential amount of experiments to be run.
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fusion and regression. This explains why only TransMILMultimodal and TransMILRe-

gression are amongst the benchmarked models above (Figure 3.2a).

For each classifier, our HistoMIL framework allows us to store the checkpoints at which it

achieves the highest validation performance per fold. We evaluate this highest performing

model per fold on the test set, and obtain 5 test scores per MIL model for each feature

encoder (Figure 3.2b).

Because each highest performing model per fold is an independent model, we further

explore whether ensembling them [Khened et al., 2021] by averaging their predictions

help improve their generalizability by evaluating them on the test set (Figure 3.2c).

Interpretability analysis is done in 2 ways. For all MIL algorithms models except Trans-

MILMultimodal which consists of clinical features, we trace the attention scores back to

the original patches they correspond to explain the model output, adopting the method

by [Lu et al., 2021]. Because in all MIL algorithms, the attention score per patch is

pooled to make a prediction (see explanation of Equation 2.2), visualizing their values

over the original patches of the input space helps explain a model’s final classification

decision or regression score. Since the cell populations in the tissue slide are either in a

state of proliferation, or in G0-arrest (i.e. these 2 states are mutually exclusive), patches

with high attention scores are regions which drive the model to predict a high likeli-

hood of G0-arrest cells on those patches, while low attention scores correspond to regions

unlikely to contain them, i.e., instead there are normal-cycling cells.

For TransMILMultimodal, the model also incorporates clinical features which can not be

spatially resolved back to the image input space, and as such the patch-dependent atten-

tion scores don’t encompass the influence these have over the output. Thus, we further re-

sort to the integrated gradients (IG) method [Sundararajan et al., 2017] to explain which

clinical features contribute to the final prediction as done by [Volinsky-Fremond et al., 2024].

IG consists of obtaining the contribution of each input clinical feature to the final pre-

22



University College London

diction by integrating the gradients of the model’s output with respect to the input

features along a path from a baseline input to the actual input. Such baseline input

is a 27th-dimensional zero vector which represents a non-informative state. As a result,

IG provides a measure of how much each clinical feature contributes to the prediction

compared to a state of null information. A higher, absolute IG value indicates a greater

influence of that feature on the final prediction. For the random forest binary classi-

fier, we can look at relative feature importances to understand which features contribute

the most to the final prediction. Each relative feature importance is a normalized value

which aggregates the reduction in entropy achieved by each feature across all trees in the

forest, where higher feature importance indicates a greater contribution to the model’s

predictions.

All relevant code is found at https://github.com/awxlong/HistoMIL, and scripts for

running experiments are at https://github.com/awxlong/scripts_g0_arrest
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4 | Results and Discussion

We proceed in discussing the results of our extensive experiments. We show both compu-

tational and biological insights regarding how DL can aid clinical pathologists in gauging

the G0-arrest population in colon tissue.

4.1 Foundational model-based feature encoders can help

with generalization

We benchmark the MIL models and evaluate them on their predictive accuracy on G0-

arrest. Our cross-validation (CV) results for each feature encoder and MIL algorithm are

shown at Figure 4.1 for the AUROC metric and at Figure 4.2 for the F1. Uncertainty

regions correspond to the standard deviations of the metric averaged across folds, and

these are spread across epochs. We notice much overlap amongst the regions of different

feature encoders, which indicates that during cross-validation, the use of foundational

feature encoders didn’t show much performance improvement.

Our CV results help guide how we further explore multimodal fusion and regression by

pruning the space of all possible experiments to run, i.e., we avoid exhaustive ablation

exploring multimodal fusion with all MIL algorithms and feature encoders. From the

plots, we generally observe that classifier consisting of the Prov-Gigapath and UNI feature

encoders have slightly higher mean performance than ResNet50. In addition, TransMIL

is the one which achieves amongst the highest CV AUROC (≈ 0.75) and highest mean CV

F1-score (0.72 ± 0.06) (albeit it’s closely followed by CLAM and DTFD-MIL). Because

of this, we explore multimodal fusion of clinical features and outputting regression scores

only with TransMIL with the UNI feature encoder.

We only show the mean CV F1 across folds in Figure 4.3 because PCC is not available
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Figure 4.1: Average AUROC across folds per epoch shown per classifier. We label two
"milestones", which is the average performance at the beginning of training, and in bold
we show the highest mean cross-validation AUROC achieved at the end of training to
illustrate the improvement brought by learning. There is much overlap in CV AUROC’s
uncertainty regions, with occasional noticeable demarcation such as in d) where the
ResNet50 encoder consistently yields lower performance across epochs than its founda-
tional model alternatives.

Figure 4.2: Average F1 across folds per epoch shown per classifier. We label two "mile-
stones" in the same manner as in Figure 4.1, where we observe that the highest mean
cross-validation F1 is not necessarily achieved at the end of training.
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Figure 4.3: Average F1 across folds per epoch shown for ablations of TransMIL with
UNI: TransMILMultimodal and TransMILRegression. We label two "milestones" in the
same manner as in Figure 4.1. a) is the same lineplot as Figure 4.2c’s UNI encoder. b)
Interestingly, the average scores across folds is more stable, suggesting that multimodal
fusion stabilizes training across folds.

for the base TransMIL and TransMILMultimodal, while AUROC is not available for

TransMILRegression. In this regard, F1 provides a common score to compare ablations

of TransMIL.

Our evaluation over the test set in terms of AUROC (Figure 4.4) and F1 (Figure 4.5) sug-

gests that MIL algorithms trained with foundational feature encoders may lead to better

generalization performance. This is explained by how the embeddings W computed from

UNI and Prov-Gigapath are semantically richer than their ResNet-50 counterpart, which

facilitate each MIL model learning an association between input features and output.

Here, "semantically richer" encapsulates the idea that foundational models’ features cap-

ture complex patterns . We further note that since we’re employing open-source TCGA

slides, our colorectal WSIs could have been sourced for training the foundational models.

We also compute the test F1 over ablations of TransMIL using the UNI feature encoder

and report results in Figure 4.6, where we note that TransMILRegression improves the F1

over the standard TransMIL, while TransMILMultimodal has some performance sacrifice,

albeit the latter is compensated with the extensive analysis of its clinical features in

Section 4.3. TransMILMultimodal also yields more stable performance across folds, as

shown by the tighter uncertainty regions.
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We have no prior SoTA results on G0-arrest prediction from histopathological images

to compare our current metrics. However, our most performant models can consistently

achieve an AUROC greater than 0.75 and F1 greater than 0.65, which underscores the

capability of our deep learning models to capture relevant morphological features in the

colorectal tissue to make a binary decision on the presence of G0-arrest cells. This

is further explored by the visualization of heatmaps over the tissue by applying our

interpretability methods observed in Figure 4.7. We leave as future work the validation

of such heatmaps through ST, and restrict ourselves in highlighting differences of the

heatmaps generated across algorithms such as in Figure 4.12.

Figure 4.4: Average test AUROC obtained from the 5 independent optimal models per
fold, per feature encoder. We notice that for all algorithms, except CAMIL, at least
one of both feature encoders surpasses the performance of the ResNet50 encoder, albeit
with overlapping std. errors (i.e. in the figure the purple and teal bars are often higher
than their lightcoral counterpart). This suggests that the choice of foundational feature
encoders helps with generalization.
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Figure 4.5: Boxplot of test F1 scores obtained from the 5 independent optimal models
per fold, per feature encoder, evaluated over the test set. The often higher test scores (i.e.
higher purple and teal bars) achieved by the UNI and Prov-Gigapath feature encoders
suggests better generalization capabilities brought by foundational feature encoders in
comparison to the standard ImageNet-pretrained ResNet50.

4.2 Ensemble modelling improves prediction accuracy

For each MIL algorithm, and for each feature encoder, we construct an ensemble con-

sisting of the 5 optimal models from the CV framework and evaluate on the test set,

with results reported at Table 4.1. We also report an ensemble for each of TransMIL’s

ablations at Table 4.2. We generally observe higher scores than in Figures 4.4, 4.5, 4.6, in-

dicating that ensembling helps with generalization performance. Additionally, both UNI

and Prov-Gigapath feature encoders’ scores are higher than ResNet50, which reinforces

the idea that they help with improved model generalizability even when ensembling.

The performance gain from ensembles prompts us to explore how heatmaps generated

by an ensemble contrast with those from the single optimal model in cross-validation.

Heatmaps from ensembled algorithms consist of averaging the attention scores of each

model and plotting them over the WSI. As an example, for TransMIL, we observe how

28



University College London

Figure 4.6: Boxplot of test F1 scores obtained from the 5 independent optimal TransMIL
ablation models per fold, trained using the UNI encoder, evaluated over the test set.

ensembling helps correct a previously wrong prediction made by a single best TransMIL

(Figure 4.8). For a slide labeled 1, the ensemble’s heatmap shows more regions of cells

in G0-arrest identified, while also attenuating previously very confident regions of cell

proliferation. A disadvantage with our ensembles is that none of them provide standard

error intervals into their predictions.

For interested pathologists, we share a more comprehensive view of heatmaps generated

by our Ensemble TransMIL in the Appendix Figure 6.1, spanning those generated in

correct and wrong predictions, along with samples of patches where the ensemble bases

its predictions on.

4.3 Multimodal fusion improves interpretability with

some performance sacrifice

We performed a baseline experiment with only 27 clinical features with an ensemble

of random forest binary classifiers (RFC) and obtain a test AUROC of 0.602 and test

F1 of 0.528, which showcases that only looking at f is not enough to build an expressive

classifier of G0-arrest. As such, relying on morphological features from the images instead

help improve classification performance, as our best MIL algorithms can achieve higher
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Figure 4.7: Side-by-side comparison of heatmaps generated by benchmarked algorithms
using the UNI feature encoder. Each heatmap is obtained by mapping the average
attention scores from an ensemble of the best models per CV fold. All heatmaps explain a
TP prediction except for AttentionMIL and GraphTransformer which erroneously make a
slide-level prediction of 0. High attention scores correspond regions with high likelihood of
cells in G0-arrest, while blue regions has low likelihood of G0-arrest, i.e., cells proliferating
by the assumption of mutual exclusivity of classes. Gaussian blur has been applied to
avoid a strict demarcation of the patches.

AUROC and F1. The clinical features that the ensemble RFC learns to be the most

important ones are show in Figure 4.9

This contrasts with the clinical features that the Ensemble TransMILMultimodal focuses

on based on the IG values computed over the test set. We emphasize that both the feature

importances and IG are fundamentally different methods, as such their values can only

be interpreted within each method, but not compared with each other. For instance,

the RFC’s feature importances are computed during training, while IG is computed on

a per-data-point basis and aggregated across the test set to observe on average how each

feature influenced the prediction.

By analyzing the IG values, we observe that a lot of features, particularly categorical

ones like ICD-O-3 site and Pathological stages mostly lose their relevance (i.e. aver-

age IG value close to 0) for predicting G0-arrest. There is perhaps much heterogeneity
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Figure 4.8: Depiction of how an ensemble improves predictions, and this is reflected in
the heatmaps generated. At a) we show a single TransMIL trained with the UNI feature
encoder making a false negative prediction on a testpoint. At b), this is corrected into a
true positive prediction by an ensemble of the 5 optimal TransMIL according to each of
their best validation AUROC achieved per fold. The ensemble is able to identify more
regions with high likelihood of G0-arrest cells, while decreasing its belief of the presence
of normal-cycling cells in the same regions the single TransMIL believed otherwise. The
sampled patches in a) correspond to those with low attention scores, and those in b) are
those with high attention scores due to the mutual exclusivity assumption.

regarding these clinical features with respect to predicting the G0-arrest population,

which drives the model to base a prediction with morphological features and other clin-

ical features instead. Regardless, we observe that particularly for Pathological Stage

IIA (classified under Early Stage), negatively influence a G0-arrest prediction, which

could be understood as TransMILMultimodal learning that this stage is associated to

the tissue more likely to have populations of proliferating cells. This is consistent with

current views of pre-metastasis cancer cell behavior discussing that tumor cell dissemi-

nation can occur in the very early stages of disease, long before a tumor is even palpable

[Attaran and Bissell, 2021, Lawrence et al., 2023]. On the other hand, TransMILMulti-
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ResNet50 UNI Prov-Gigapath
AUROC F1 AUROC F1 AUROC F1

Transformer 0.759 0.710 0.859 0.780 0.841 0.737
TransMIL 0.751 0.737 0.829 0.724 0.812 0.750

DTFD-MIL 0.754 0.689 0.831 0.720 0.828 0.741
CAMIL 0.772 0.719 0.779 0.667 0.816 0.746
CLAM 0.794 0.759 0.776 0.679 0.844 0.750

AttentionMIL 0.751 0.600 0.779 0.600 0.812 0.654
GraphTransformer 0.325 0.507 0.702 0.667 0.602 0.714

Table 4.1: Scores obtained from ensemble predictions on the test set. Ensemble consists
of the best models per each CV fold which maximized AUROC. In bold we highlight the
highest metric across algorithms (column-wise), and in italics we highlight the highest
metric across feature encoders (row-wise). This is, the Transformer architecture with the
UNI feature encoder achieves the highest test performance.

modal identifies Pathological Stage IIIC (Late Stage cancer) as having an average IG

value greater than 0, driving the model to predict a high likelihood of G0-arrest popula-

tions in the CRC tissue. However, the clinical literature mainly characterizes late stage

cancers as consisting of aggressive growth, higher metastatic potential and thus lower

survival prospects [Lawrence et al., 2023]; as such they are associated with proliferating

cells. Nonetheless, disseminated tumor cells can become dormant in all stages of cancer,

and be reactivated due to changes in the tumor microenvironment or therapeutic stress

[Truskowski et al., 2023].

By looking at non-zero IG values of relevant clinical features, the ensemble TransMIL-

Multimodal, coinciding with the ensemble RFC, identifies patient’s age, gender and pre-

operative CEA level as important features that help understand recurrence through cells

in G0-arrest. It’s reasonable for both models to focus on preoperative CEA level given

its well-established reputation as a prognostic biomarker of CRC, with high CEA levels

(> 10 ng/mL) associated with a higher risk of recurrence and metastasis [Lai et al., 2023].

Additionally, age has prompted much research regarding CRC progression and treat-

ment outcomes [Cho et al., 2021]; for instance, age-related biological changes in immune
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response (’immunosenescence’) [Thoma et al., 2021] leads to older patients being associ-

ated with higher prevalence of senescent T cells, which are less effective at responding

to tumors. Furthermore, research has corroborated the existence of sexual dimorphisms

with regards to CRC response to treatment efficacy or toxicity [Baraibar et al., 2023], or

survival advantages [Geddes et al., 2022], which could be partly explained by an interplay

of senescent and proliferating cells.

On the other hand, negative IG values correspond to features contributing to a predic-

tion of proliferating cells related to recurrence. Research has identified racial disparities

regarding recurrence incidence, with [Snyder et al., 2020] finding that amongst US pa-

tients with locoregional CRC, black patients experience a higher risk of recurrence and

mortality compared to white patients. In addition, features like lymphatic invasion indi-

cates tumor proliferation to regional lymph nodes and distant sites. Lymphatic invasion,

nonetheless, has also been associated with cancer recurrence through tumor dormancy.

This is because cancer cells which enter lymphatic vessels and colonize lymph nodes can

remain dormant there for extended periods, leading to relapse [Giancotti, 2013]. We note

that a limitation with both interpretability methods (feature importance and IG) is that

neither shows for which particular values or range of values of each feature contribute to

the final G0-arrest classification decision, nor in which direction do they push/pull the

decision boundary. As such, we can at most state that these features are relevant, but

can’t stratify G0-arrest based on the values of these features.

The literature on the understanding of CRC recurrence is nuanced and multi-faceted,

and generally it’s inconclusive whether it’s driven mainly through tumor proliferation

or reactivation of dormant tumor cells. Our heatmaps and multimodal analysis can aid

clinical pathologists in navigating through this complicated tumor landscape.
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Figure 4.9: Descendently ranked relative importance values per clinical feature com-
puted by averaging the feature importance scores obtained from the ensemble RFC’s
during training during 5-fold cross-validation. We employ the jet color map, whereby red
indicates high relative importance scores, while blue otherwise. The theoretical range of
the feature importance scores is in [0, 1], and all the relative importance scores must sum
to 1.

AUROC F1 PCC
TransMIL 0.829 0.724 N/A

+ Multimodal 0.805 0.679 N/A
+ Regression N/A 0.786 0.312

Table 4.2: Scores obtained from ensemble predictions on the test set. Ensemble consists
of the best models per each CV fold which maximized AUROC. For multimodal and
regression, we only perform experiments on TransMIL using the UNI feature encoder.
For regression, we note that only PCC is available to measure the correlation of the
continuous predictions with the G0-arrest scores. F1 is measured via binarizing the
regression scores with a clinical threshold of 0 and comparing with the binary ground
truth labels. The first row is the same as in Table 4.1. We obtain the highest F1 through
binarizing regression scores.
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Figure 4.10: Descendently ranked IG values per clinical feature obtained by averaging the
IG values obtained with an ensemble TransMILMultimodal predicting over the test set.
We use the same color code as before, except that with IG values, the theoretical range
extends to [−∞,+∞], where positive IG values refer to features contributing to a positive
prediction, while negative ones to a negative prediction. IG values of 0 indicate the
corresponding features provide no significant information to make a prediction compared
to a null baseline of 0.

4.4 Inductive biases yield more biologically meaningful

predictions

Spatial context-awareness: from the heatmaps shown in Figure 4.7, we observe that

the spatial constraints of CAMIL and GraphTransformer enable visualizing more pro-

nounced clusters of cell populations, while for alternatives the cell populations are more

scattered. Despite this comes at some performance sacrifice, where CAMIL is our fourth
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Figure 4.11: Side-by-side comparison of heatmaps generated by ablations of TransMIL
with the UNI feature encoder. Below each heatmap is a sample of 4 patches with the
highest attention scores contributing to the prediction of G0-arrest, and are all TP pre-
dictions. For TransMIL and TransMILMultimodal, this corresponds to a prediction of 1,
while for TransMILRegression, this is a negative score of −0.39 with ground truth −2.1
binarized at ≤ 0

performant model and the GraphTransformer is amongst the worst, the heatmaps in-

dicate their local predictions align closer to biological expectations regarding both the

proliferating and quiescent cells to cluster with each other (see a closer look at Figure

4.12). The drop in performance could be explained as follows: if individual patches were

misidentified to contain G0-arrest cells, then subsequent patches would also be consid-

ered to erroneously contain G0-arrest cells due to the adjacency constraints that make

neighboring patches influence each other.

Biological continuum awareness: additionally, predicting G0-arrest scores instead of

dichotomized labels is more biologically plausible. Even though there is a clear demar-

cation regarding cell states between G0-arrest, and proliferating cells, the cell cycle itself

is a spectrum, and cells could be in a state transitioning to G0-arrest or exiting. As

such, binarizing G0-arrest scores could lead to information loss [El Nahhas et al., 2024]

regarding this biological spectrum. While our Ensemble TransMILRegression results

show poor PCC with regards to ground truth scores (Table 4.2), interestingly, if we train

the model through regression and binarize the output scores, Ensemble TransMILRe-
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gression achieves the highest test F1 (0.786) amongst all the models benchmarked. This

underlies the advantages of learning to predict regression scores helping the model be-

come more expressive and improve accuracy of prediction. [El Nahhas et al., 2024] also

argue that regression-based models yield heatmaps highlighting more clinically relevant

regions. Whilst we compare heatmaps amongst TransMIL ablations in Figure 4.11, we

note that due to our lack of ground truth annotations at a patch-level regarding the

populations of cells in G0-arrest, we are unable to comment on the biological fidelity of

regression-based heatmaps. We thus leave this as future work.

4.5 Limitations and future work

We have thoroughly benchmarked MIL algorithms, discussed the generalization capa-

bility brought by foundational feature encoders, the performance improvements brought

by ensembling, analyzed the clinical features of the multimodal MIL model and how in-

ductive biases help align MIL model outputs to biological expectations. We proceed in

discussing the limitations of our work, and propose future research directions.

G0-arrest and tumor heterogeneity: Our main interest revolves around unveiling

the tumor cells in G0-arrest in the colorectal TME. However, we note that our slide-level

labels y are computed from bulk-RNA sequencing data, thus there is a mix of RNA-seq

signals derived which is not unique to tumor cells, but also from a mixture of fibroblasts,

immune and endothelial cells. Future work can exploit ST at a single-cell resolution to

demarcate tumor and somatic cells in G0-arrest, however, they could prove relatively

inaccessible due to their expensive costs.

Out-of-distribution evaluation: One of the main nuances of our work revolves around

evaluation. An interplay of small dataset, gigapixel sized WSI, challenging task of

molecular-level prediction and constrained computational resources drive us to decisions

with a few trade-offs. A small dataset results in a small test set (58 images) to guar-
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Figure 4.12: Adjacency constraints introduced via the graph representation of a WSI
helps the model visualize more pronounced clusters of cell populations. While this comes
at the expense of some performance loss, the spatially-constrained heatmaps produced
by a) CAMIL and GraphTransformer align more with biological expectations regarding
both the proliferating and quiescent cells to cluster with each other. This is in contrast to
b) TransMIL and other algorithms which tend to produce heatmaps with more scattered
cell populations. At the bottom of each heatmap we show a sample of 6 patches with
the highest attention scores contributing to the TP prediction.

antee model capturing important morphological features during training. Despite doing

5-fold cross-validation for each algorithm for a thorough evaluation of their generaliza-

tion performance, there are more rigorous ways to evaluate each of our benchmarked

models. Some research teams measure model generalization capability by making test-

splits consist from a patient cohort such as TCGA stratified by different clinical sites

[El Nahhas et al., 2024] or datasets belonging to different patient cohorts [Wagner et al., 2023],

38



University College London

e.g. they train their transformer model to predict MSI on colorectal WSI on cohorts such

as TCGA, CPTAC, among others, except YCR-BCIP and test their model on biopsies

from YCR-BCIP. Both methods correspond to out-of-distribution evaluation, which we

aim in future work. Furthermore, regarding interpretability analysis, we aim to employ

CRC tissue which has undergone ST or IHC analysis in order to obtain spatially-resolved

ground truths, and evaluate the accuracy of the heatmaps produced by our models per

feature encoder [Parreno-Centeno et al., 2022]. Such evaluation would help us answer

questions such as whether the use of foundational feature encoders (and with which al-

gorithms) highlight more biologically-relevant important regions in the colon WSI, in

addition to their slide-level prediction accuracy.

Graph theory: Similar to [Parreno-Centeno et al., 2022], we can also resort to graph

theory to analyse the cell-cell interactions over a CRC tissue. This method consists

of employing nuclei segmentation tools like CellVIT [Horst et al., 2024] or CPP-Net

[Chen et al., 2023] over the CRC WSI to build a cell-cell interaction graph. We can

then query this graph through knowledge bases like Neo4J to unravel tumour-immune

cell dependencies that could be exploited therapeutically. Thus, this would add an addi-

tional layer of interpretability analysis to our pipeline, which would prove beneficial for

guiding therapy.

Pan-cancer modelling: Another direction of research worth exploring is predicting

the G0-arrest state across cancer tissues [Arslan et al., 2024]. We hypothesize that in

this cross-tissue setting, the benefits of employing foundational feature encoders like UNI

would be more pronounced compared to our current setting where we only work with CRC

tissue. This is because the embeddings provided by foundational models are semantically

rich given their representational learning over massive amounts of cross-tumoral tissue,

which aid in generalization better than standard feature encoders like ResNet50, and

cheaper to use if compared to custom training a feature encoder through self-supervised

learning. This would greatly increase the size and heterogeneity of our dataset, which

39



University College London

allows us to perform more thorough evaluation. However, this also introduce new chal-

lenges since the G0-arrest signature varies by tissue.
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5 | Conclusion

Our comprehensive benchmarking allows us to look back to our original research aims

and confirm deep learning can gauge the G0-arrest population solely from H&E CRC

tissue. Ensembling CV models, using foundational feature encoders, multimodal fusion

of clinical features, introduction of spatial inductive biases and regression score predic-

tion bring advantages and disadvantages regarding the model’s predictive performance

and elucidation of the model’s internal mechanisms for making a decision. Ensembling

and using foundational feature encoders generally provide improved generalization. The

fusion of clinical features slightly hampered test classification performance, but enabled a

thorough discussion of clinical features in the context of studying G0-arrest and relapse.

Generated heatmaps provide interpretable results regarding the spatial composition of

G0-arrest cells, and graph-based constraints drive heatmaps to be more biologically plau-

sible reflected by more pronounced clusters of cell populations.

We also contribute to the computational histopathology community with our MIL pipeline,

HistoMIL, to advance cancer research, benchmarking and analysis. There is much work

to explore, such as cross-tumoral tissue classification of G0-arrest. We are intrigued to

observe how deep learning can be further used to aid pathologists with understanding

the evolution of the tumor landscape. For reference, we release all our code (including

data analysis, plots, scripts for running experiments, among others) for executing our

pipeline at https://github.com/awxlong/HistoMIL
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6 | Appendix

6.1 Clinical feature selection and preprocessing

Clinical features are accessible for our 570 patients at TCGA. However, prior to process-

ing, a lot of features are ignored due to the any of the following reasons:

• biological irrelevance for predicting cell senescence: corresponds to features which

are uninformative to predict the G0-arrest label. This includes: name of the clinic

in which the tissue was sourced, height, whether patient consent was verified, and

number of first degree relatives with cancer diagnosis.

• constant-valued variables: corresponds to features mostly filled with a constant

value such as primary lymph node presentation assessment where 98% of the values

were YES.

• semantically-same variables: corresponds to features which arguably refer to the

same measurements, and thus were dropped to avoid multicollinearity. For example,

if we include count of lymph nodes as part of our multimodal model, we dropped

count of lymph nodes by H&E and by IHC. Similarly, we drop ICD-O-10 for ICD-

O-3, and exclude anatomic neoplasm subdivision because of ICD-O-3 site.

After this, preprocessing occurs as follows:

1. We split the train-validation-test set for the clinical patient dataset, and take care in

normalizing the continuous variables avoiding train-validation and train-test leak-

age. We save the features as tensors per patient for each CV fold and test set which

is accessed separately during model training and evaluation.

2. A lot of variables concerning radiation therapy, e.g., drug administered, and its

amount administered were dropped since they have a greater than 60% missing
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Algorithm 1 Feature selection based on shadow features adapted from [Zukic, 2024].
1: Input: Xtrain, ytrain, classifier, niter = 100, threshold= 42
2: Output: indexes of features selected from Xtrain

3: n, d = Xtrain.shape
4: scores = zeros(d) ▷ zero vector of shape d
5: Xtrain = join(Xtrain,rand_col) ▷ join a random column of features to Xtrain

6: scale(Xtrain) ▷ min_max, normalize, robust_scaling, among others
7: for i = 0 : niter do
8: classifier(random_state = i).fit(Xtrain,ytrain)
9: feature_importances = get_feature_importances(classifier)

10: rand_col_imp = feature_importances[-1] ▷ Get the random column feature’s
importance

11: scores[argswhere(feature_ importances > rand_col_imp)] ±1 ▷ Count the
times in which a feature’s importance exceeds that of the random column feature’s
importance

12: end for
13: return argswhere(scores > threshold)

rate.

3. Variables like race and histological site have some of their values grouped to address

class imbalance. For example, in our TCGA clinical dataset’s training split, the

variable ’race’ consists of 4 values with ratios indicating severe imbalance: White

(76%), Black (20%), Asian (3%) and American Indian (1%). We thus group ’Black’,

’Asian’ and ’American Indian’ under ’Non-White’ and treat ’race’ as a binary vari-

able.

4. One variable per each one-hot encoded categorical variables is dropped to avoid

multicollinearity. This is valid due to the mutual exclusivity of the values of the

categorical variables. For example, one-hot encoding Pathological Stage with 9

possible values leads to the binary variables Pathological Stage I, Pathological Stage

II(A, B), Pathological Stage III(B,C), and Pathological Stage IV(A) being formed.

For example, a value of 1 for Pathological Stage IIA and 0 for the rest indicates

this patient’s CRC tissue is in Pathological Stage IIA. Since we assume cancer
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tissue cannot be at multiple stages simultaneously, and can only be in either of

the described stages, Stage I is dropped to avoid collinearity as it is equivalent all

remaining binary variables being set to 0.

5. One-hot encoding yields 30 features. We run a feature selection algorithm [Zukic, 2024]

which selects 27 out of these 30 features. Feature selection (Algorithm 1) consists

of training a classifier (in our case XGBoost) where a random feature vector is

concatenated to the above preprocessed dataset to predict G0-arrest. Feature im-

portances are computed, and for those with importance scores below that of the

random feature vector’s are recorded in a counter. Such process is repeated for

niter = 100 times, and we get rid of 3 features ’Pathologic Stage IIC’, ’Pathologic

Stage IIIA’, and ’Pathologic Stage IVB’ which for more than threshold = 42 times,

their feature importances didn’t exceed that of the random feature vector’s.

6. This is finally followed by expert consultation with a computational biologist to

ensure their relevance for multimodal fusion in our model.

6.2 Hyperparameters of the MIL models benchmarked

We proceed in stating relevant hyperparameters of MIL models benchmarked.
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Epoch Initial
learning
rate, and

weight decay

Optimizer Learning rate
scheduling policy

Additional
hyperparam-

eters

AttentionMIL 32 2× 10−5, 1×
10−2

Adam fit-one-cycle with a
maximum learning

rate of 1× 10−4, and
the first 25% of the
cycle with increasing

learning rate (Wang et
al., 2022)

Transformer 8 2× 10−5, 2×
10−5

AdamW cosine annealing
decaying over training

epochs with a
minimum learning rate

of 1× 10−6

TransMIL 32 2× 10−5, 1×
10−2

AdamW same as Transformer

DTFD-MIL 42 2× 10−5, 1×
10−4

Adam for both
tiers

learning rate decay
starts at epoch 25 for
both tiers by a factor

of 0.2

5pseudo-bags

CLAM 42 2× 10−4, 1×
10−5

Adam same as Transformer dropout of 0.25
and 8 patches

for
instance-level

clustering
CAMIL 30 2× 10−5, 2×

10−5
Adam learning rate is

reduced by a factor of
0.2 once a plateau in

performance is
identified

GraphTransformer 42 1× 10−3, 5×
10−4

Adam learning rate decay
starts at epoch 20 by a

factor of 0.1
TransMILMultimodal same as TransMIL 27 clinical

features
TransMILRegression same as TransMIL MSE loss

Table 6.1: Hyperparameters adopted per MIL algorithm. For each algorithm, we embed
the source where the hyperparameters are mentioned. We avoid hyperparameter tun-
ing, and this includes not performing extensive neural architecture search. Unless stated
otherwise, all models are trained by minimizing the BCEWithLogits loss. TransMILRe-
gression is trained with the MSELoss.

6.3 Interpretability analysis of Ensemble TransMIL with

UNI feature encoder
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Figure 6.1: Heatmaps generated by the Ensemble TransMIL with the UNI feature en-
coder. We provide correct and incorrect classifications, and below each heatmap we
append a sample of 6 patches according to their attention scores contributing to the
slide-level prediction. For TP and FP, these patches have the highest attention scores
explaining a positive prediction. For TN and FN, the patches have the lowest attention
scores explaining a negative prediction.
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