


1. Model comparison is not comprehensive

Test
(non-confounded)

Model

CLEVR-Hans3
CNN (Default) 99.55 £ 0.10

CNN (XIL) | 99.69 £+ 0.08 70.77 £ 0.37

NeSy (Default) | 08.55 + 0.27 | o81.71 + 3.09

NeSy XIL | 100.00 £ 0.00 ¢ 91.311+3.13

70.34 £ 0.30
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Siri are you better than Alexa

That's like comparing apples
and... not apples.
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Methodology

Models

1. ResNetl8 (pretrained)

e 2. Perceptual ResNetl8:
ResNet18 + Set Transformer

e 3. Reasoning ResNet18: Slot
Attention + ResNet18

e 4. Concept Learner: Slot
Attention + Set Transformer

Data Conditions

Model Architecture Name Number of Parameters
Slot Attention | ResNetl8 | Set Transformer Overall Trainable
W Pure ResNetl§ 11.2M 11.2M
v v Perceptual ResNet18 | 11.4M 11.4M
v v Reasoning ResNet18 | 11.6M 11.2M
v v Concept Learner 539K 158K

Confounder base condition M
Noise to 1/3 of images
Class 1 Skewness

Overall small training data by
all images

Mislabels by shifting labe

Robustnhess as a comr
test accuracies be
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Results & Discussion

Model Architecture



Model Architecture Confounder (Base Condition) Noise (1/3) Skew (1/3 of Class 1) Small (1/3) Mislabel (1/3)

Perceptual ResNetl 0.968+0.005 | 0.68+0.007 0.96+0.004 | 0.673+0.005 | 0.957+0.055 | 0.894+0.043 [ 0.619+0.022 | 0.986+0.015 | 0.868+0.007 | 0.621+0.008 | 0.809+0.067 | 0.833+0.017 | 0.588+0.014
Reasoning ResNetl | 0.928+0.003 | 0.925+0.005 | 0.841+0.005 | 0.925+0.003 | 0.927+0.007 004 | 0.882+0.005 [ 0.865+0.002 | 0.775+0.007 [ 0.807+0.004 | 0.79+0.008 | 0.689+0.008 | 0.733+0.004 | 0.873+0.007 | 0.763+0.013

Pure ResNet18 0.971+0.003 | 0.662+0.004 0.968+0.003 | 0.656+0.005 0.95420.004 | 0.651:£0.007 0.947x0.013 | 0.648+0.01 0.819+0.03 | 0.575+0.011
Concept Learner | 0.984+0.004 | 0.98+0.006 | 0.804+0.026 | 0.983x0.002 | 0.98+0.005 | 0.794=0.013 | 0.977+0.005 | 0.973x0.004 | 0.776x0.022 | 0.968+0.005 | 0.962+0.006 | 0.716x0.029 | 0.784+0.005 | 0.958=0.003 | 0.675+0.008
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