
Assessing the Robustness of 
Neuro-Symbolic Modelling

Jingxuan Chen (Shino) – MSc in AI

Xuelong An – MA in Cognitive Science

Paolo Cassina – MA in Cognitive Science



1. Model comparison is not comprehensive



Now it’s 

your turn!

Deep learning

NeSy



Methodology
Models

• 1.  ResNet18 (pretrained)

• 2. Perceptual ResNet18: 
ResNet18 + Set Transformer

• 3. Reasoning ResNet18: Slot 
Attention + ResNet18

• 4. Concept Learner: Slot 
Attention + Set Transformer

Data Conditions

• Confounder base condition

• Noise to 1/3 of images

• Class 1 Skewness 

• Overall small training data by keeping 1/3 of 
all images

• Mislabels by shifting label to 1/3 of images

• Robustness as a comparative metric between 
test accuracies between models



Results & Discussion



Detailed table of results



Discussion

• Our results corroborate to growing interest of NeSy: it is robust to 
different dataset complications

• Fully connected layers arguably can’t learn to reason, but only 
identify statistical correlation
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