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Paradigm shift

• 1. What, Where? 

• Data-driven -> task-driven vision

• 3D reconstruction

• 2. How and Why?

• Visual commonsense:

• Functionality,

• Physics, 

• Intentionality, 

• Causality,

• Utility

Benefits: 
Small sample learning
Generalization through reusable schemas
Bidirectional, continual inference 



Michotte experiments



Perceptual causality

• We perceive/reconstruct the causal history of input stimuli



Experimental evidence

Chen & Scholl, 2016



Counterfactual perception

• Causal model of the world, or scaffolding? 

Gerstenberg et al., 2017



Causal And-Or Graph

• 1. maximize 

information gain 

after adding 

causal relation

• 2. Minimize KL 

divergence 

between causal 

model and 

observed stats



Intuitive Physics

• Physics engine in the mind



Functionality 
and affordance

• Human-made tools and scenes are 

designed to serve human functions

• Vision system for facial recognition ≠ 

vision system for object functionality





Heider-Simmel experiment



Perceptual intentionality

• Assume agent follows “rationality principle”:

• 1) Devote time & resources that change fluents according to intentions

• 2) Achieve intentions optimally given beliefs of the world



Learning utility

• Principle of maximum expected utility



Limitations

• So far only discussed what a single model should achieve, not a 

social system of models

• Language, communication and morality

• No in-depth discussion of abstract reasoning

• Physically realistic VR/MR Platform: Big Data for Big Tasks



Discussion 

• Knowledge representation

https://www.researchgate.net/figure/Latent-space-
representation-of-dataset-A-learned-by-autoencoder-
architecture-AE-9-after_fig3_319875464 

https://www.ijcai.org/proceedings/2022/742

https://www.researchgate.net/figure/Latent-space-representation-of-dataset-A-learned-by-autoencoder-architecture-AE-9-after_fig3_319875464
https://www.researchgate.net/figure/Latent-space-representation-of-dataset-A-learned-by-autoencoder-architecture-AE-9-after_fig3_319875464
https://www.researchgate.net/figure/Latent-space-representation-of-dataset-A-learned-by-autoencoder-architecture-AE-9-after_fig3_319875464


Discussion

• Trade-offs: 

• Small data -> more structure/inductive bias (overfitting to problem 

setting?)



Discussion

• Human imitation learning

• No technical details (STC-AoGs)

• Bread-first-search literature

• No judgement/ethics

• Embodiment and Scaffolding

• “Understanding doesn’t emerge in the observer only; it also emerges from 

the interaction between observer and environment”

• Representation + set of tools
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Technical details
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